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ON THE NONLINEAR RENEWAL THEOREM*

By MicHAEL WOODROOFE
‘ The University of Michigan
Lat Z,,Z,,... be jointly distributed random variables for which sup,
‘- Z,»owplandlet t=t,=inf(n>1:2Z,>a)and R,=2Z,~a for

e 2 0. Conditions under which R, has a limiting distribution as a — = are
tions of the increments Z,,, - Z,, & 2 1, converge to the finite dimen-
sional distributions of a process for which the result is known, thus
weakening the slow change condition in esrlisr work. The main result is
applied to some sequences for which the limiting distributions are those of
the partisl sums of an exchangeshle process. These include the Euclidean
norms of a driftiess random walk in several dimensions and sequences for
which the conditional distribution of Z, ., - Z, given the past has a limit

wplasn -,

1. Iniroduction. Let (0, 97, P) denote a probability space, let &, ¢
o, G ... denote subsigma-algebras of o and let Z,, Z,,... be random vari-
ables, defined on (Q, o, P), for which Z, is of, measurable forall 2 = 1,2,...
and

(1) supZ, = w.p.l.
h21

Such a sequence may be called an infinite supremum process. For any such
process, the first passage tiines and excesses

! (2) t,=inflk > 1:Z, >a)
and
(3) R,=2, -a,
may be defined for all @ = 0 w.p.1. Let H, denote the distribution function of
R,; that is,
(4) H(r)=P{t, <o, R, <r}, Va,rz20.

The problem considered is to find conditions under which R, has a limiting #"
distribution H as a — »; that is, H, =~ H as g -+ », where = denotes weak g
0

ginaivod May 1988; revised June 1989, .
Ressarch supported by the National Science Foundation under Grant DMS-84-13452 and the —
U.S. Army Ressarch Office under Grant DAAL03-88-0122.

AMS 1980 subject classification. 60KO0S5. o T
Key words and phrases. First passage times, excess over the boundary, limiting distribution. _

random walks, exchangeabls processes. ces
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The Annels of Siatistics
1991, Vol. 19, No. 4, 1978-2002

ONE-ARMED BANDIT PROBLEMS WITH COVARIATES!

BY JYOTIRMOY SARKAR
University of Michigan
As does Woodroofe, we consider a Bayesian sequential allocation be-
tween two treatments that incorporates a covariate. The goal is to maxi-
mize the total discounted expected reward from an infinite population of
patients. Although our model is more general than Woodroofe's, we are
able to duplicate his main result: The myopic rule is asymptotically opti-
mal.

1. Introduction.

1.1. Statement of the problem. Consider a population of patients who
arrive sequentially for treatment of a disease. Suppose each patient may be
treated with either a standard treatment whose statistical characteristics are
known, or a new treatment whose characteristics are unknown. Also suppose
that before deciding to assign a given patient to a treatment, we observe a
covariate X, such as age, severity of disease or general physical status, which
is specific to the patient.

Let Y® and Y denote the potential rewards from the standard and the new
treatment, respectively. Let 5 = 0 and § = 1 denote the choice of standard or
new treatment, respectively. We would like to assign patients to treatments in
such a manner that the total discounted expected reward over the whole
population of patients is maximized. The discount sequence is geometric with
discount factor a € (0, 1).

1.2. Rationale for covariate model. In clinical trials, the goals an experi-
menter would like to attain are diverse and often conflicting. Ethical consider-
ations are prominent in all experimentation involving humsan subjects.
Conflicts are invariably generated by the obligation of a researcher to balance
the well-being of the current patient (individualistic view) with that of the
future peiients (utilitarian view) who stand to benefit from new advances in
medical treatment. This long-standing dilemma has received considerable
attention in both statistical and medical literature such as Anscombe (1963),
Weinstein (1974}, Byar, Simon, Friedewald, DeMets, Ellenberg, Gail and Ware
(1976), Bartlett, Roloff, Cornell, Andrews, Dillon and Zwischenberger (1985)
and Woodroofe and Hardwick (1990).

vaed November 1989; revised January 1991.
'Research supported by U.S. Army Research Office under DAAL 03-88-0122 and NSF under
DMS 89-02188.
AMS 1980 subject classification. 62L10.
Key wo@ and phrases. Sequential allocation, one-armed bandit problem, Bayesian analysis,
regret, myepic policy, asymptotically optimal,
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SEQUENTIAL ANALYSIS, 9(4), 335-342 (1990)

ON STOPPING TIMES AND STOCHASTIC MONOTONICITY

By
Michael Woodroofe

The University of Michigan
Key words and phrases: estimation after sszquential testing;

exponential families; the fundamental identity of sequential
analysis.

ABSTRACT

If t 1s any stopping time, then the distributions of ?t are
stochastically monotcne in the parameter, when sampling from a one
parameter exponential family. The proof is a simple exercise in
differentiating the fundamental identity of ssquential analysis.
Some other applications of the technique are included.

1. INTRODUCTION..

Siegmund (1978) has suggested an ingenious method for setting
confidence intervals after sequential testing, which involves
ordering boundary points in a counter clockwise direction and then
inverting a collection of tests. See aiso Slegmund (1985,
Sections 3.4 and 4.5). Recently, Bather (1988) has uerived a
stochastic monotonicity property for the counter clockwise
ordering for generalized sequentlial probability ratio tests and
exponential familles.

An alternative approach to estimation after sequential

testing 1s to estimate the parameter by its maximum likellhood

335
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INTEGRABLE EXPANSIONS FOR POSTERIOR
DISTRIBUTIONS FOR ONE-PARAMETER
EXPONENTIAY. FAMILIES

Michael Woodroofe

University of Michigan

Abstract: The main results provide asymptotic expansions for posterior distributions
which may be integrated termwise with respect to the marginal distribution of the
data. The proof uses a data dependent transformation which converts the likelihood
fuaction to exact normality and then applies a version of Stein’s Identity to the
posterior distributions. Applications to sequential confidence intervals are described
briefly.

Key words and phrases: Posterior distributions, parameter transformations, Stein’s
Identity, martingale convergence theorem, stopping times, sequential confidence in-
tervals.

1. Introduction

Asymptotic expansions for posterior distributions may be traced to the time
of Laplace, but only recently have researchers investigated conditions under which
thes: expansions may be integrated with respect to the marginal distribution of
the data. See Johnson (1970) for a rigorous account of the pointwise expansions
and Bickel, Goetze and Van Zwet (1985) and Ghosh, Sinha and Joshi (1983) for
recent work on integrating them.

In this article, an alternative approach to the expansions is presented which
makes the question of integr-bility more transparent. First, instead of renormal-
ized estimation error, a data dependent transformation (3 of the parameter is
considered, which converts the likelihood to exact normality. Then a version of
Stein's Identity is applied to the posterior distributions to isola:e the remainder
terms. The alternative approach avoids .he use of messy Taylor seri¢ expansions
and leaves the renormalized remainder terms in the form of conditiona. expecta-
tions, so that the martingale theory may be brought to bear on the integrability
question.

Integrable expansions for posterior distributions are needed in design prob-
lems where the overall Bayes risk must be computed in order to see the cffect




AN ADAPTIVE BIASED COIN DESIGN
FOR THE
BEHRENS-FISHER PROBLEM

Jeffrey R. Eisele

Department of Statistics
The University of Michigan
Ann Arbor, MI 48109

Key words and Phrases: asymptotic optimality; experimenter bias; sampling
plan; sequential design; stopping rule.

ABSTRACT

We=i(1978) introduced the adaptive biased coin design to reduce experi-
meater bias and offer a compromise between perfect balance and complete
randomization. In situations such as the Behrens-Fisher problem, balance is
not necessarily desired and the optimal ratio of sample sizes is unknown. To
reduce experimenter bias, by introducing randomization, an adaptive biased
coin design is superimposed on Robbins, Simons, and Starr’s(1967) sequen-
tial analogue of the Behrens-Fisher problem. The design has asymptotic
properties similar to Robbins, Simons, and Starr’s sequential procedure.

1. INTRCDUCTION

Suppose patients arrive sequentially at an experimental site and are assigned
immediately to one of two treatment groups A or B. It is desired to de-
sign a sequential procedure, with a randomized allocation scheme. for the
fixed width interval estimation of the difference of the means of these two
populations.
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NONLINEAR MARKOV RENEWAL THEORY
WITH STATISTICAL APPLICATIONS
By
Vincent F. Melfi
The University of Michigan

ABSTRACT

An analogue of the Lai-Siegmund nonlinear renewal theorem is
proved for processes of the form Sy, + £a, where {Sy} is a Markov
random walk. Specifically, Yo, Y3, . . . is a Markov chain with complete
separable metric state space; X3, X2,... is a sequence of random vari-
ables such that the distribution of X; given Y;, j > 0 and Xj, j #1
depends only on Y;_; and Y;; Sp = X1 +---+ Xy; and { &g } is slowly
changing, in a sense to be made precise below. Applications to se-
quential analysis are given with both countable and uncountable state
space.

Key words and phrases. Markov chain, Markov random walk, nonlinear renewal
theorem, excess over the boundary, repeated significance test.

AMS(1980) Classifications. Primary 6IK05, 60K15; secondary 62L10, 60J10.
Research supported by the U.S. army under DAAL 03-88-0122
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Estimation after sequential testing: a simple approach for a
truncated sequential probability ratio test

By MICHAEL WOODROOFE
Statistics Department, The University of Michigan, Ann Arbor, Michigan 48109, U.S.A.

SUMMARY

An approximate pivot is constructed for the problem of estimating a normal mean 6
following a truncated sequential probability ratio test and shown to provide a useful
method for constructing confidence bounds and intervals. Letting ¢ denote the sample
size and S, the sum of observations, the approximate pivot is constructed by standardizing
§* =145, —19) the mean and variance of which are no longer 0 and 1, due to the
optional stopping. The truncation of the sequential probability ratio test is done in a
nonstandard way in order to smooth the boundary.

Some key words: Asymptotic normality; Confidence levels; Error probabilities; Expected sample size; Means
and variances; Simulation,

1. INTRODUCTION

Sequential tests have long been advocated as a means of reducing the ethical problems
inherent in randomized clinical trials on human patients. There are now several good
sequential tests which are finding increasingly widespread applications. See, for example,
the books by Armitage (1975), Siegmund (1985) and Whitehead (1983) for complementary
accounts of these developments.

Of course, the use of a sequential test complicates the problem of estimating parameters,
after the test has been concluded. In response to this problem, Armitage (1957) proposed
a confidence procedure which explicitly incorporates the stopping rule into the calculation
of coverage probabilities for binary data; and the proposal was developed in some detai!
by Siegmund (1978) for normal data. In effect, Armitage and Siegmund order the points
on the stopping boundary in a natural way; they then use this ordering to construct a
family of tests of hypotheses of the form 8= 6, for arbitrary 8,; and then they invert
this family of tests to form confidence bounds. See also Siegmund (1985, §§ 3.4, 4.5).
This approach has attracted substantial interest recently (Bather, 1988; Facey & White-
head, 1990; Kim, 1987). On the other hand, it is moderately complicated.

The purpose of the present paper is to present an alternative confidence procedure,
which starts with an approximately pivotal quantity and then proceeds in natural ways.
The alternative seems both conceptually and technically simpler.

The aliernative is developed in the context of a nonstandard truncated sequential
probabability ratio test about a normal mean, although the method is fairly general.
Truncated sequential probability ratio tests are described in §2, and the alternative
approach in § 3. In § 4 the results of a simulation study of the alternative procedure are
reported. Section 5 contains some brief remarks on possible modifications of the alterna-
tive procedure and its domain of applicability; § 6 contains a rough derivation of an
approximation to the error probabilities.

0428703389




Nonparametric Bayes Estimation
of a distribution function with truncated data

Mauro Gasparini!
March 20, 1991
The Universily of Michigan

Abstract

A truncation bias affects the observation of a pair of variables (X,Y), so that
data are availableonly if Y < X. In such a situation, the nonparametric maximum
likelihood estimator (NPMLE) of the distribution function of Y may have unpleas-
ant features (Woodroofe (1985)). As a possible alternative, a nonparametric Bayes
estimator is obtained using a Dirichlet-Ferguson prior. Its frequentist asymptotic
behavior is investigated and found to be the same as the asymptotic behavior of
the NPMLE. The results are illustrated by an example, with astronomical data,
where the NPMLE is clearly unacceptable.

1Research partially supported by U.S.Army Research Office under DAAL-03-88-0122.
® Key words and phrases.Nonparametric, Bayes estimation, Dirichlet-Ferguson prior, truncated data,

luminosity, quasar.

CAMS 1980 subject classifications.Primary 62G05;secondary 62P99.
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THE DOUBLY ADAPTIVE BIASED COIN DESIGN

Jeffrey R. Eisele’

Biostatistics Center, University of Wisconsin, Madison, WI 538706

Abstract: A biased coin design is proposed for the allocation of subjects to
treatments A and B in a clinical trial when the desired allocation proportions
are unknown. The design is doubly adaptive in the sense that it takes account
of the proportion of subjects assigned to cach treatment and the current es-
timate of the desired allocation proportion. A strong law of large numbers is
established for the proportion of subjects assigned to a treatment when sub-
ject responses are independent random variables from standard exponential
families. The normal case is presented as an application.

AMS Subject Classification: Primary 62L05; Secondary 60F15.

Key words and phrases: Biased coin designs, exponential families, martingale,
sequential procedure, stopping rule, strong law of large numbers.

* Research supported by the U.S. Army under DAAL-03-88-0122.



A LOCAL LIMIT THEOREM FOR PERTURBED RANDOM WALKS

By Mei WANG*
Department of Mathematics, The University of Michigan, Ann Arbor, MI

Abstract: The main result reported here is a Stone type local limit thecrem for perturbed random
walks Z, = S, +§n When some slow variation conditions are imposed on &, ’s.

Key words: Local (central) limit theorem, Edgeworth expansion, perturbed random walks.
1. Background

When specialized to one dimension and non-lattice distributions, Stone’s Theorem (1965)
asserts the following: Let X3, X5, X3, -+ denotei.i.d. non-lattice random variables for which

E[X]=0and E[X;} =1. Let
Sn=X1+Xo 4+ -+ Xy, n=123,---
be the sums, called “random walks”. Then for each L € [0, 00),

— 0,
nN=—s00

€n(L) = sup sup \/_IP{b<.S',,<b+c}—c¢(\/_)

c<LieR

where ¢(z) is the standard normal density and R is the real line. A consequence of this is

1
n-ooo \/—

for any interval J C R of length |J|. This is the result of Shepp (1964).

VaP{S, € J}

There has been recent interest in sequences of random variables, called perturbed random

walks. See, for example, Siegmund (1985), Woodroofe (1982), and Lalley (1984). A

* Research partially supported by the U.S. Army Research Office under DAAL 03-83-K-0122.




